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I Introduction 

The decision problems involved in setting the aggregate production rate 

of a factory and setting the size of its work force are frequently both 

complex and difficu.lt. The quality of thes» decisions can be of great iiapor- 

tance to the profitability of an individual company, and when viewed on a 

national scale, these decisions have a significant impact on the efficiency 

of the economy as a whole. This paper reports some of the findings of a 

research team that has been developing new methods to enable production 

executives to make better decisions and to make them more easily than they 

can with prevailing procedures. With the cooperation of a manufacturing 

concern, the new methods have been developed in the context of a set of 

concrete production scheduling problems that were found in a factory operated 

The new method, published for the first time in this paper,» involves: 

(1) formalizing and quantifying the decision problem (using a quadratic 

criterion function) and (2), calculating a generalized optimal solution of 

the problem in the form of a (linear) decision rule. Like a rule of thumb, 

an optimal decision rule prescribes a course of action when it is applied 

to a particular set of circumstances; but, unlike most rules of thumb, an 

optimal decision rule prescribes courses of action for which the claim can 

* Research that served as background for the present work was reported m 
"Cbtimal Decision Rules for Production and Inventory Control,  by 
C/C. Holt and H. A. Simon, in Proceedings of the Conference on Operations 
Re3earch in Production And Inventory Control. January 1954, Case Institute 

of Technology, 
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be made that the decisions are "the best possible,- and the meaning of 

" best" is clearly specified. The ultimate test, of course, imist be 

whether the new decision methods do or do not outperform prevailing decision 

methods when full allowance is made for the cost of obtaining the optimal 

rules. 

In the body of this p^per, we explore the problem of setting the 

aggregate production rate and size of the work force. We describe the 

particular form that this problem takes in the factory of the cooperating 

company, including a consideration of the various types of costs and intan- 

gible penalties that are relevant in making the decision. Then, without 

going into details about the methods used to solve the problem (these are 

contained in a technical appendix), we present the solution in the form of 

the decision rule that is optimal for the type of decision criterion that 

was used. We found that, onee 0..0 dedsioa pw— »- --  o 

company was formaliied and quantified, the numerical constants appearing 

in the decision rule could be computed with a desk calculator in three 

nan-hours. 

After this decision rule was obtained, it was then applied to the 

monthly production rate and labor force decisions that faced the company 

over a six-year period. Using the decision rule, each of these monthly 

decisions required only a five-minute calculation. Comparisons are pre- 

sented of the actual oerforaance of the factory with the hypothetica; 

performance - the performance that would have been realized if the new 

methods had been used. These performances are compared also by means of 

cost estimates. 
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The decision method that is here applied to a particular factory.should 

be directly applicable to other factories having the same kinls of costs, 
also 

The method presented in this paper may/be adapted readily to factories 

with types of costs entirely different from those in the example presented. 

However, until the techniques for applying the method have been further 

developed, each new application will 'undoubtedly require some developmental 

effort. Ultimately, decision criteria that can be adequately approximated 

by quadratic functions,and linear decision rules should prove useful in 

handling a wide range of decision-making problems quite beyond the specific 

problem of production scheduling. 

TT Thg Decision Problem: Scheduling Production Rate and Work Force 

It is important at the outset to outline clearly the many facets of 

the decision problem that faces an executive in setting the aggregate pro- 

duction rate and size of the labor force of a factory. A good place to 

start is to define the variables whose scheduling constitutes the decision 

problem at hand. 3y aflgSffl^S production rate we mean a physical measure 

of production per unit of time (per week or per month, for example). Most 

factories produce many products, rather than just one; hence, a common 

unit must be found for adding quantities of different products. For example, 

a unit of weight, volume, woric required, or value might serve as a suitable 

conaon denominator. The other decision variable, MOT*  force, refers to 

the number of employees to whom there is a company commitment to supply 

regular work. 

The Initial limitation of the problem, to consider these two decision 

variables only, requires comnent. Clearly neither decision can be separated 
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completely from other decisions about product mix, labor mix, and production 

sequences. For example, the number of workers needed may depend on the 

number of different products to be produced as well as the aggregc.^e pro- 

duction rate. Although our limitation of the decision problem rules out 

of consideration certain interactions that will be important for some 

factories, this limitation appeared reasonable in order to keep the initial 

research problem within reasonable bounds* In applying the decision rule 

to the cooperating factory, auxiliary techniques, which will not be described 

here, have been employed. 

The problem is to choose a course of action that will produce the 

results that are desired. Choices are " problematic" when complexities 

keep the best course of action from being obvious. In deciding upon the 

production rate and the labor force of a factory there are three important 

aspects that contribute sufficient complexity to constitute a formidable 

problem: l) How should production and employment be adjusted to fluctua- 

tions in the orders received? 2) What provision should be made for 

errors in the forecasts of future orders? and 3) Vhat is the implica- 

tion of the fact that the current decision is but one of a sequence of 

decisions to be made at successive points of time? We consider each of these 

questions in turn. 

1/ See "Some Techniques for the Solution of Dynamic Programming Problems 
in Production Scheduling," by Herbert A. Simon, Charles C. Holt, and 
Franco Modigliani, to be published in the Journal of the Society for 
Industrial and Applied Mathematics.(ONR Memorandum No. 29) 
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The Costs of Responding to Fluctuations in Orders 

If the customers of a factory placed their orders in such a way as 

to call for a constant flow of shipments of finished product, the two de- 

cision? under consideration would hardly constitute a problem. In actual 

fact, orders (or more precisely, ordered shipments) are subject to sub- 

stantial fluctuation, and ths question arises as to how these fluctuations 

should be "absorbed. "  That the problem is not trivial may be seen by 

considering three "pure" alternative ways of responding to such fluctua- 

tions* 

These alternatives are: (l) to adjust the size of the work force 

by hiring and firing in exact conformity with the fluctuations in orders; 

(2) to adjust the production rate into conformity with orders by working 

overtime or "mdertime" with a constant work force; and (3) to allow inven- 

tory and the backlog of orders to fluctuate while maintaining a constant 

work force and a constant production rate. Each of these "pure" alter- 

natives has certain costs — interpreting that term broadly to include any 

tangible or intangible penalty — associated with it. 

(1) Under the first alternative, an increase in orders would be met 

by hiring, while a decrease in orders would be accompanied by layoffs. 

While this procedure is clearly not optimal for the economy as a whole, 

since the numbers of workers is constant in the short run, it is neverthe- 

less an admissible alternative for an individual company. However, training 

and reorganization are usually required when the work force is expanded; 
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and terminal pay, bumping^ and loss of worker morale frequently occur 

when the labor force is contracted. Since plant and equipment are fixed 

in the short run. increases in the woric force may decrease labor product- 

ivity. This cost can be avoided by maintaining the plant and equipment neces- 

sary for peak employment, or by paying the premiums involved in second and 

thini shift operation. A similar problem of unbalance may arise vhen the 

total work force fluctuates, but some components of the work force, super- 

vision for example, cannot easily be changed. For all these reasons, 

fluctuations in the work force are costly. From work force considerations 

alone, the " ideal" work force would be one of constant size, with an 

optiBtua balance of mai, machines and supervision, 

(2) The second alternative would realize this "ideal" work force 

situation by ^orbing fluct^t.ion. in orders with corresponding fluctua- 

t^ng in overtime work without changing the size of the work force. How- 

ever, since there Is an upper limit to what a woricer can produce by work- 

ing overtime, the necessity for meeting peak orders would govern the size 

of the work force. When orders fall to lower levels overtime is eliminated, 

but with a further fell in orders -undertime" occurs, i.e., there is not 

enough productive work to keep the work force busy throughout the regular 

^ork week. Hence, this alternative has its limitations. The well-recognized 

costs of the overtime premium do not require atphasis; the cost of "undertime" 

1/ Union seniority rules sometimes require a whole sequence of job trans- 
—^  * ,.,v,,.», Q .Hncrie lob is eliminated. 

union   nciio-wi J-^J    .——  . 
fers when a single job is eliminated. 
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is less obvious. Man-hours paid for with no product output constitute a 

cost to the factory unless " fill-in" jobs (e.g., maintenance) can be 

scheduled, or leisure on the job has an important positive morale value. 

Sometimes the cost of undertime can be passed on to the employees by short- 

ening the work week, but even here it is unlikely that the company com- 

pletely escapes indirect penalties. Thus absorbing fluctuations in ordere 

by overtime and undertime incurs various penalties and costs. From over- 

time and undertime considerations alone neither " should" be incurred; 

" ideal" overtime and "ideal" undertime are zero. 

(3) Finally, the fluctuations in orders may be absorbed by allowing 

the inventory g* finished good* to fluctuate or, lacking a finished inven- 

tory, by allowing the backlog of unfilled orders to fluctuate. Big up- 

ward swings in inventory necessitate large storage facilities, large amounts 

of vorking capital and other direct costs, and create risks such as obso- 

lescence. Big downward swings of inventory, culminating in large order 

backlogs, impose intangible costs on the company - poor delivery service 

to customers/Si to loss of sales. Clearly, absorption of order fluctua- 

tions by building up or drawing upon inventory (considering an order back- 

log as a negative inventory) is not altogether a happy answer. If only 

inventory costs are taken into account the output of the factory should 

exactly match the shipments to be made; finished inventory " should" be 

zero I 

It is abundantly clear that the fluctuations in customers' orders 

impose costs and penalties on the supplying company regardless of which 
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policy alternative it may follow in responding to these fluctuations. 

Because orders fluctuate, these dynamic costs are relevant and important 

in production and labor force decisions. Or stated differently, «.en a 

factory must absorb fluctuations in shipments imposed by its customers' 

orders, every alternative for absorbing these fluctuations has associated 

with it a set of costs and penalties for the company. In order to make a 

good decision, these costs must be weighed to determine what kind of 

policy will minimize than. 

In general, none of the pure alternatives discussed above will prove 

best, but rather some carefully weighted combination of them. Order fluc- 

tuations should, in general, be absorbed partly by inventory, partly by 

overtime, and partly by hiring and layoffs, and the best allocation among 

these parts will depend upon the costs in each particular factory. But even 

for a particular factory, the best allocation is not fixed, but will vary 

with the severity (frequency) of the fluctuations. 

Despite the fact that countless production executives are faced daily 

with this allocation problem, very little wrk has been done to find the 

optimal policy even for the case where fluctuations in orders are highly 

predictable, as with seasonal fluctuations. Unfortunately, however, the 

problem is even mre difficult, for fluctuations of orders can seldom be 

foreseen accurately. This brings us to the problem of forecast errors. 

Errors in Forecasting Orders 

Any decision setting the production rate and work force of a factory 

will appear in retrospect to have been a gpod or poor decision depending 
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upon what orders were in fact received after the decision was made. A 

decision is not good or bad in itself, but only relative to the state of 

the world during the time in which the influence of the decision is being 

felt. Of course, th- future state of the world — in our case future 

receipts of orders - ordinarily cannot be known in advance exactly Con- 

sequently the decision must be made in a setting of uncertainty. At the 

time a decision has to be made, the outcomes associated with each of the 

alternatives are uncertain, since they depend partly on the unknown future. 

The better the future can be forecasted, the less uncertainty is involved 
the 

in a decision; but uncertainty inevitably enters/decision to some extent, 

and must be resolved in one way or another. 

It is useful to distinguish two aspects of the forecasting problem: 

1) With a given forecast, produced by methods whose accuracy in the past 

is known, how should the decision be reached (i.e., how should decisions 

be affected by the fact that the forecasts are known to be subject to 

error)? 2) For any given forecast method, how large are the costs in- 

curred as the direct result of its forecast errors? Knowledge of forecast 

accuracy usually is important both in using the forecasts and in selecting 

the forecasting method. However, the most accurate forecast method is not 

always the best, since the cost of obtaining the forecasts may exceed their 

value in improving the quality of decisions. 

The Time Sequence of Decisions 

The decisions setting production rate and work force fortunately do 

not involve a once-and-for-all conmitment, but rather pemit successive 
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review and revision as the passage of time provides new information. The 

errors of past forecasts are observed, and new information is obtained 

that provides a basis for' revised forecasts. A decision once taken commits 

the production executive only until a new decision is made.  Although 

a decision based on an erroneous forecast can to a large extent be offset 

by subsequent decisions, such oscillations incur the same types of costs 

as do fluctuations in orders. No one decision is good or bad in itself, 

but only in its relation to the preceding and following decisions, and the 

preceding and following orders. Thus it is clear that the time sequence 

of decisions is an important aspect of the scheduling problem. 

Having outlined in a rough way the major components of an important 

decision problem, and having indicated that the decisions depend upon intet- 

acting factors sufficiently complex to make the choice extremely difficult, 

we next consider a practicable method for finding a solution to this problem. 

TTT A Quadra^ r>iterion for the ^heduVinfr Decisions in a Paint Factory 

Rather than present the new method in its most general form, we will 

describe an actual case that we have studied in detail, namely, the paint 

factory whose scheduling problems supplied stimulus to the development of 

the method. Aside from the value of a concrete example, we believe that 

i / Thfl selection of the optimal decision period is not studied in this 

rf larger changes. 
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this case is representative of the scheduling problems in a large number 

of factories to which the same method, even in its details, may be appli- 

cable, 

A decision-making problem of a business firm may usually be stated 

formally as a problem of finding a maximum (or minimum) of some criterion. 

Sometimes profit is the criterion to be maxdaiized; in most cases profit 

will at least have considerable weight in the criterion function. In the 

paint factory, we treat the scheduling of production and employment from the 

point of view of the production manager. We assume that sales volume and 

price arc beyond his control, so that revenue is a given, and the maximi- 

zation of profits becomes the minimization of costs. We should emphasize 

that " costs" are interpreted broadly to include any relevant considerations 

to which the decision maker chooses to attach importance. 

In order to apply the method, all costs, even though some are intan- 

gibles, must be reduced to quantitative terms and expressed in comparable 

units — presumably dollars. We can sometimes attach a dollar value to 

intangible factors by asking how much the management would be willing to 

spend outright in order to change these factors. To be sure, difficulties 

arise in quantifying a criterion function; but no system of rational deci- 

sion-making can escape the task of assigning weights to the objectives that 

are desired. 

In order to translate the scheduling problem into a mathematical pro- 

blem of minimizing a cost function, we need" a mathematical form that is 

both sufficiently flexible to approximate a wide range of complex cost 
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relationships, and sufficiently simple to allow easy mathematical solution. 

From consideration of the kinds of costs that are involved in the schedul- 

ing problem it appears that a U-shaped cost curve is required. For example, 

the cost of inventory is high when inventory is large, and high also at 

the other extreme when inventory is so small that there are frequent run- 

cuts of particular products which cause bade orders and a high penalty for 

delayed shipments to customers. Somewhere between these extremes, the 

combined costs are at a minimum. With these considerations in view, we 

decided that the cost function could reasonably be approximated by a sum of 

linear and squared terms in the controlled and uncontrolled variables - 

technically, by a positive definite quadratic fom. 

In the following pages we will analyze the costs that are important 

in the particular paint factory that has been studied, and then show that 

these can be approximated by a quadratic cost function. Decisions are 

assumed to be made at regular time intervals (in this case monthly), rather 

than continuously or intemittently, and the costs are expressed as costs 

per month. It is convenient to relate these costs to the three alternative 

ways, discussed earlier, of absorbing order fluctuations. 

It should be emphasized again that the following application of the 

new method represents a special case - the method itself is far more general. 

Regular Payrollt Hiring, and Layoff Costs 

When order fluctuations are absorbed by increasing and decreasing the 

work force, the following costs are affected: regular payroll, hiring, and 

layoff costs. 
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The size of the work force is adjusted once a month, and setting the 

work force at a certain level implies a commitment to pay these employees 

their regular time (as contrasted with overtime) wages for a month. This 

is shown in Figure 1 by the solid line which may be represented algebrai- 

cally by the linear cost function. Equation 1.. (In the equations that 

follow, the C's represent constants,) 

The other labor costs mentioned are associated not with the size of the 

work force, but with changes in its size. The cost of hiring and training 

people rises with the number hired, as indicated by the solid line plotted 

in Figure 2, The cost of laying off workers derives from terminal pay, 

reorganization, etc., and rises with the number of wrkers laid off. The 

cost incurred each month depends on the change in the size of the work force 

between successive months. Since these costs increase both with increases 

and decreases in the woric force, the quadratic curve represented by 

Equation 2 is a suitable first approximation. 

Random factors may affect the costs of hiring and firing, e.g., how 

much difficulty is experienced in a particular case in hiring a man of 

desired qualifications, or how much reorganization is required in making 

a particular reduction in work force. Consequently the cost curve should 

be viewed as a curve of the average (expected) cost of changes of various 

sizes in the work force. 

Whether these costs actually rise at an increasing or decreasing rate 

is difficult to determine. It can be argued that reorganization costs 

are more than proportionately larger for large layoffs than for small 
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layoffs; and similarly the efficiency of hiring.raeasured in terms of the 

quality of the employees hired, may fall when a large number of people 

are hired at one time. If this argument holds, then the quadratic curve 

is especially suitable. But if not, the quadratic still can give a tolerable 

approximation over a ranr;e. The parameters of the function should be set 

at the values that will give the best possible approximation to the cost 

curve over the range in which changes in the work force are expected to 

1/ 
fluctuate. 

Overtime Costs 

If order fluctuations are absorbed by increasing and decreasing pro^ 

duction without changing the work force, then overtime and undertime costs 

are incurred. Overtime involves wage payments at an hourly rate fifty per 

cent higher than is paid for regular time. Undertime is a waste of labor 

time that is paid for in the regular payroll, but is not used for productive 

y 
activities.   However, unlike overtime, undertime does not incur an increase 

in out-of-pocket expense. 

The cost of overtime depends on two decision variables, the size of 

the work force, W, and the aggregate production rate, F, The simplest form 

1/ Note the implied circularity. In order to obtain optimal decisions we 
need initially to know optimal fluctuation amplitudes of controlled 
variables. But for practical purposes we need to know only the general 
range of fluctuations, which can be estimated to a sufficiently close 

approxima tion, 

2/ It may be possible to perform maintenance activities with labor that 
would otherwise be wasted. If so, this possibility should be taken 

into account. 
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of this cost relation is shown in Figure 3. With a given work force, W^, 

and an average worker productivity, K, tho expression K W-^ is the maximum 

number of units that can be produced in a month without incurring any over- 

time. In order to produce at higher rates than K V^, overtime is required, 

and its amount increases with increased production. 

The relationship shown in Figure 3 can be expected to occur only if 

there are no discontinuities and no random disturbances in the production 

process. However, these are usually present, and should be taken into 

account. For example, since workers are each somewhat specialized in func- 

tion, it is likely that a small increase in production would require only 

a few employees who work in bottleneck functions to work overtime. As 

production is increased further, more and more employees are required to 

work overtime until the whole work force is doing seme overtime woric. The 

effect of this is to smooth the overtime cost curve of Figure 3 to that 

shown in Figure 4. 

Random disturbances have the same effect of smoothing the overtime curve. 

For example, piven the number of units to be produced in a month, the total 

number of man-hours that will be required is not uniquely determined in 

advance, but will be affected by numerous random disturbances, such as 

machine breakdowns, quality control problems, productivity fluctuations, 

etc. Overtime is determined by the excess of the hours that prove to be 

required by the production target over and above the number of regular- 

time hours available from the work force in the month. Since the production 

and employment schedule is made before there is knowledge of the particular 
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disturbances that will occur during the month, estimated overtime costs 

must depend on an estimate of the probabilities that such disturbances 

will occur. This probability distribution smooths the curve of expected 

overtime cost shown in Figure 4, The higher the production target with a 

given sir.e work force, the greater is the probability that some distur- 

bance will occur that will necessitate overtime work to get out the speci- 

fied proiuction. 

In setting the production rate and the work force for a month, it is 

not certain in advance whether overtime or undertime will occur. In order 

for the scheduling decision to minimize costs, the cost of having a larger 

work force than might prove to be needed must be weighed against the cost 

of having a smaller and cheaper work force, but then perhaps finding it 

necessary to pay for considerable overtime. 

The quadratic curve that approximates the expected cost of overtime 

for a given size, W., of work force, and for different production rates is 

shown by Equation U*    As production, P, exceeds C4 V^. a level set by the 

size of the work force, overtime costs increase. The linear terms,Cj P 

and C, W,are added to improve the approximation, 
6 

The foregoing discussion was premised on a given work force, 1^, 

but clearly the size of the work force can change. Hence there is a whole 

family of cost curves similar to that shown in Figure U, one for each size 

of work force. This family of overtime cost curves is obtained by substi- 

tuting other values for W1 in Equation U 
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Inventory, Back Order and Hachlne Setup Costs 

When order fluctuations are absorbed by inventory and back-order 

fluctuations other costs are incurred. Increased inventory increases the 

costs of interest, obsolescence, handling, storage, etc. The decrease of 

inventory to avoid these costs increases the probability of running out of 

individual products, thereby incurring the penalty of delaying customer 

shipments and possibly losing sales. Also, as aggregate inventory is 

reduced, the average production batch size should be decreased in order 

to maintain a balanced inventory; consequently, the cost of additional 

machine setups is incurred. An analysis of the total of these costs will 

indicate the optimal level of aggregate inventory at which these costs are 

minimum. 

Production decisions in the paint factory are to be made monthly, 

and prior to each decision the aggregate inventory position should be ob- 

served. In fomulating the cost function, we assume that the inventory and 

back order position at the end of each month is representative of the average 

inventory and back-order positions during the month, and consequently may 

reasonably be used to estimate the costs related to inventory that were 

incurred during the month. If this assumption is not tenable, it probably 

indicates that production decisions should be made more frequently than once 

a month. Production that is scheduled for a month is assumed to be completed 

during the month* 

1/ Production processes requiring several decision periods ^ complete 
may be accomodated in the mathematical model, but this was not 

necessary in the paint factory. 
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In order to have a simple relation between a month's production and 

the inventory at the end of the month, it is convenient to use the variable, 

net inventory, defined as inventory minus back orders. Net inventory is 

increased by production, regardless of whether the paint is added to phy- 

sical inventory or shipped out to decrease the number of back orders. The 

paint factory usually ships immediately upon receipt of an order, and orders 

not so shioped are treated as back orders. Consequently, net inventory 

H 
is affected immediately upon receipt of an order, 

2/ 
Familiar lot size formulas  may be used to dstermine the optimal pro- 

duction batch size for each paint and the optimal safety stock to protect 

against its running out while a new batch is being produced. These formulae 

rest on plausible assumptions about the costs of holding inventory, the cost 

of back orders, and the probability of errors in forecasting orders for the 

particular paint* By adding, for each paint, the optimal average safety 

stock to one-half the optimal batch size we obtain its optimal average 

inventory. 

Then by adding together these optimal average inventories for all the 

paints that are stocked, we obtain an optimal aggregate inventory for the 

1/ For many factories a lead time is allowed between the receipt of an 
order and the shipping date requested by the customer. In such a 
case an order would not affect net inventory until the ordered 
shipping date. However, the receipt of an order supplies vital in- 
formation by enabling a perfect forecast to be made of future shipments 

over a lead time horizon, 

2/ See T. M» Whitin, The Theory of Inventory Management; and K, J. Arrow, 
T. Harris, J. Marschak, " Optimal Inventory Policy," Econometnca, 

Vol. 19. No. 3, July 1951. 
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whole factory. To convert this optimal aggregate inventory to the corres- 

ponding optimal net inventory, we need to subtract the total back orders 

for all paints that would be expected to occur, on the average, when the 

inventory is at its optimal level. 

From lot size formulas it is known that both the optimal batch size 

and the optimal safety stock increase roughly with the square root of th« 

order rate of the individual paint. Thus the optimal aggregate inventory 

must increase with increased aggregate order rate (total shipments ordered 

per month). The total expected back orders corresponding to any given size 

of inventory must also increase with an increased aggregate order rate. 

By combining these two relationships it appears thai optimal net inventory 

increases with the aggregate order rate. The relationship between optimal 

1/ 
net inventory and aggregate order rate may be approximated  over a range 

by a function of the form: opL^il net inventory - CQ +  C^O where the C's 

are constants, and 0 is the aggregate order rate. 

When actual net inventory deviates from the optimal net inventory, 

(C + C 0), in either direction, costs rise as shown in Figure 5. If 
*   9 

net inventory falls below this optimal level, then the safety stocks and 

batch sizes of individual paints must be reduced.  We assume that these 

1/ Since back orders will generally be small relative to inventory, the 
square root relation between aggregate inventory and order rate domi- 
nates the relationship between net inventory and order rate. Over a 
limited range a square root function can be approximated by a linear 

one. 
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reduction are optiinally di3tributed over the individual paints by some 

procedure for scheduling the production of individual products within 

the constraint of the aggregate production decision.1  The rise in costs 

as net inventory declines can be estimated by costing the increased num- 

ber of machine setups, the increased back orders and the decreased inven- 

tory. A similar cost calculation can be made for the situation in which 

net inventory is above the optimal level. In this way the relation, 

which is shown by the solid line in Figure 5. between expected costs and 

net inventory, can be determined. Over a range, the curve of inventory- 

related costs may be approximated adequately by a quadratic of the form 

shown in Equation 5 in which cost rises as the square of the deviation of 

net inventory from the optimal lev«l, (Cg + C9 0). 

Having examined the individual cost components we can now construct the 

complete cost function for production and employment scheduling. Since the 

objective is to schedule production and employment in such a way as to mini- 

mize costs, we need a cost function that adds together all the component 

costs that have been discussed above. Since each month's decision has cost 

implications that extend over an appreciable length of time, this cost 

function must span a sufficient time to include virtually all of the cost 

implications of the decision. The first requirement is met by adding all 

of the costs attributable to each month; and the second, by adding all of 

1/ Methods for scheduling the production of individual products is under 
11    study, and we will report on this work in a later paper. 
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these monthly costs over an extended period of time. The discounting of 

costs that occur at different points of time by means of an interest rate 

factor is neglected as an unessential refinement. 

Since future costs depend on future sales they are. of course, uncer- 

tain. This problem is met by calculating what the costs would be for each 

combination of forecast errors and taking a weighted average of these costs, 

using probability weights. This expected cost is to be minimized. No con- 

sideration is given to the variability of costs, but only their long tern 

total. The decision problem can now be stated formally. 

The optimal production and employment decisions are those that mini- 

mize the expected value of total cost. CR, (see Equation 6). This cost 

is the sum of the costs attributable to N months as shown in Equation 7. 

The total cost attributable to one month. Ct. is shown in Equation 8 to be 

the 9U« of the component costs that have previously been discussed. Note 

that the time subscript, t. has been added to indicate that the variables 

may take on different values at different points of time. Equation 9 shows 

the relationship between inventory at the beginning of the month, production 

during the month, sales during the month, and the n«nth-end inventory. This 

relationship, of course, applies to each month and must be taken into account 

in ainimizing costs. 
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Eq. 6)   Find the decisions that mininize E(CN), where 

N 
Eq. 7)   Cg - ^ Ct . and 

r rr u ^ Regular Payroll costs from Eq. 1 
Eq. 8)   Ct - I (Ci Wt; 

„ .   u  \2 Hiring and Layoff costs from Eq. 2 
+ c2 ^-"t " t-I' 

♦ C3 (Pt - C^ Wt)2 ♦ C5Pt - C6Wt Overtime costs from Eq. k 

. n    fr       c   -CO)2].      Inventory connected coots 
♦ C7 (It-C8-C90V J' fromEq. 5 

subject to the restraints, 

Eq. 9)   l^'t-OfV   t-1. 2. ... •". 

Th.   co.t function atavc can b. .ppli.d to «.. .chedoU^ <l«i.lon 

of . gr^t ^nr factori.3 .tapU by ln«rtlng th. approprlat. nnmorical 

«U« for th. co,t par^.t.r,:   0^ 02 0,.   «.» » ln«rt th. «- 

..rlcal «1M. that « obtained for th. paint factory. Ration 10 1. oV 

Ul«d.    Th... nu^rld do., ar. dcrlvod fron .tatl.tlcal ..tlBat,. b...d 

on accoontlng data toother «lth .ubJccUv. ,8tl«t., of such Intanglbl. 

co.t. a, d.la^ .bl^nt. to cu.toMr,.    In th, lnt.r..t of .l^Ucity. 

, a.v    --»-.. r-At. on the optimal inrentory Iwcl was neglected, the Influence of the order rate on t-ne op^xm^ 

i.e., C9 was set equal to zero, 

^ 10)     cM -   I   [C3W*U ♦ i*-* *% " Wt-1>23 

^   L 2 
♦ [.20(Pt - 5.67Wt)    ♦ 51.2Pt - 281.Wt) 

♦ C.0825(It-320)2]J 
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Where C is the total cost for N months expressed in dollars, Wt is the work 

force for month t expressed in men, Pt is production in gallons (a pseudo- 

unit to disguise /COTta)C?cr month, and It is net inventory in gallons. 

Since estimates of the cost parameters are subject to many sources of 

error, it is reassuring that the factory performance proves not to be criti- 

cally dependent on the accuracy of the cost funtion. Even if sub3tantial 

errors are made in estimating the parameters of the cost function, the fac- 

tory performance measured in cost terns will not suffer seriously. 

In obtaining the above cost function for the paint factory it should 

be remembered that the quadratic form of the cost function is an approxi- 

mation to the " true" cost function. The adequacy of the quadratic appro- 

ximation can not, however, be judged simply in terms of " soodness  of fit." 

IUther; it must be judged by whether the decisions to which it leads are 

better than the decisions made by alternative decision methods. 

Having translated the decision problem into a precise mathematical 

problem, we can proceed directly to solve for the best scheduling deci- 

sions. Without going into the mathematics involved — the reader is referred 

to the technical appendix -- we will now examine the solution that is obtained. 

1/ An exploratory analysis of the effects of errors in estiraaoing the 
^ parameters of a simple quadratic cost function showed that over- 

estimating cost parameters by lOCtf or underestimating then by 50% ■ 
in both cases estimates were incorrect by a factor of two — l*a 

to decision rules whose cost performance was approximately 11^. 
above the costs which would occur with correct estimates of cost 

parameters. 
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IV. The Optimal Decision Rules for the Paint Factorz 

Once the parameters of the cost function are estimated, the decision 

rule solution may be obtained by differentiating with respect to each deci- 

sion variable. We obtain a set of linear equations, and then invert the 

matrix of these equations to obtain the decision rules. Fortunately, the 

results of this procedure can be reduced to a formula, requiring only a rout- 

ine computation. It can be proved mathematically, once and for all, that 

the decisions yielded by the optimal decision rule are the best possible 

for the given cost function. 

There are two decision rules to be applied at the beginning of each 

month: one rule sets the aggregate production rate, the other determines 

the work force. The first rule, shown in Equation 11, incorporates a 

weighted average of the forecasts of future orders (in this case for a 

twelve-month period starting with the forthcoming month, t.) Since the  . 

forecasts of future orders are averaged, production is soothed, so that 

there is an optimal response to the fluctuation of forecasted orders. The 

weight given to future orders declines rapidly as the forecast extends farther 

into the future. This occurs because, taking into account the cost of hold- 

ing inventory, it is not economic to produce currently for shipment in the 

too remote future. One implication is that there is little point in fore- 

casti-.s ^ers very far into the future since these orders will have little 

effect upon optimal current production. For the particular costs of the 

paint company, the forecasts of orders for the forthcoming and the two 

successive months are the major determinants ot production^ far as orders 

are concerned. 
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No information is required about the probability distribution of errors 

in the forecasts of orders.-/ However, the average forecast error should 

be zero, i.e., the forecasts should be unbiased. 

The second term of Equation 11, (.993 W^), reflects the influence | 

on the scheduled production rate of one of the initial conditions at the j 

time the decision is made - specifically, the number of workers that were        j 

employed at the end of the preceding month. The more workers that are on 

the payroll at the beginning of the month, the greater should be the pro- 

duction scheduled for the month, since any large decreases in the size of 

the work force would be costly, as would an unused work force. 

The next two terns in the decision rule may be considered together: 

(153, - .464 It.!). If net inventory at the end of the previous month is 

large, then the negative tern will exceed the positive one. and production 

will be decreased in order to lower inventory. Similarly, if the initial 

net inventory is small, the negative term will be small and an increase in 

production will be called for. Not only does this term determine how the 

i / Th- mathematical analysis indicates that only the expected values of 
11   Ihe SistSiions^f orders are relevant to making optima decisions. 

The varSce and all other higher moments of ^e distrxbutxons have 
no effect on the decisions under a quadratic criterion. Unbiased 
forecasts are treated in making decisions exactly as if they were 

perfect forecasts* 

Proofs of this point have been made by C. C, ^VT^n^ita^ 

^cuS" (originally lm No. 8) which will be published. 
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optimal production rule responds to any given initial inventory situation, 

but it has the special si^iificance of indicating how the rule will take 

account of past forecast errors, since their effect is to raise the net 

inventory above, or lower it below, the desired level. 

Eq.ll) 

+ ./»63 Ot 

+ .234 0t+1 

\ 

t - < > .111 0t+2 > * .993 Wt.! * 153. - M 1U1 

+ ,046 0t+3 

+ •013 0tH 

- .002 0t+5 

- .008 0t+6 

- .oio ot+7 

- .<*>9 0t+8 

- .008 0t+9 

- •007 0t*10 

- •005 0,^ 

/ 

t+4 

♦ .0031 0t+5 

♦ .0023 0t+6 

♦ .0016 0t+7 

Eq. Lj                             + .0012 0t+g 

Wt - .743 Wt-i ♦ 2.09 - .010 1^   *   ^   *  .0009 0t+9 

♦ .0006 0t+10 

♦ .0005 ot+11 

+ .0101 ot 

+ .0088 0t+1 

♦ .0071 0t+2 
+ -0054 0t+3 

♦ .0042 0 

"I 

> 
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Where: P. is the number of units of product that should be produced 

during the forthcoming month,* t# 

W^_^ is the number of employees in the work force at the be- 

ginning of the month (end of the previous month), 

I*, is the number of units of inventory minus the number of 

units on back order at the beginning of the month, 

W^ is the number of employees that will be required for the cur- 

rent month, t. The number of employees that should be 

hired is therefore W* - Wt-1 ' 

0t is a forecast of number of units of product that will be 

ordered for shipaent during the current month, t« 

^t+1 ^8 ^ie same  ^or ^e nex^ month, t+l» etc. 

The second decision rule, shown in Equation 12, is used to deter- 

mine the size of the work forces A^ain, the third term is a vsightsd 

average of forecast* of future orders, but in this second rule the 

weights extend farther into the future before they become nsgligible in 

siae. Thus the forecasts of orders in the more distant future are rele- 

vant in making employment decisions, even though they have little influ- 

ence on the production decision. 

The next term of the employment rule, ,7i*3 Vt-1 *  indicates that 

the work force on hand at the beginning of the month will influence 

employment during the following month, because of the costs associated 

with changing the work f»rce. 

The hext two terms in the employment rule, (2.09 - .010 I^)* 
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incorporate the effect of net inventory on the employment decision. A 

large net inventory will lead to a decrease in the work force while a 

small net inventory will tend to require an increase in the work force. 

Net inventory has a much smaller effect on employment than it has on 

production. Some general comments can now be made about how these 

two rules operate in concert. 

There is a fairly complex interaction between these two decision 

rules. The production of one month affects the net inventory position 

at the end of the month. This in turn influences the employment de- 

cision in the second month which then influences the production decision 

in the third month. Thus there is a continual dynamic interaction be- 

tween the two decisions. 

The influence of net inventory on both the production and employ- 

ment decisions ^reduces a feedback or self-correcting tendency which 

eventually returns net inventory to its optimal level regardless of 

whether or not sales have been forecasted accurately. 

The weights that are applied to the sales forecasts and the feed- 

back factors in the two decision rules determine the production and em- 

ployment responses to fluctuations of orders and thereby indicate how 

much of these fluctuations should be absorbed by work force fluctua- 

tions, overtime fluctuations, and inventory and back order fluctuations 

in order to minimize costs. The work force responds only to ftirly 

long-terra fluctuations in orders, but production responds strongly to 

the orders in the immediate future and to the inventory position. Thus 

it appears that short-run fluctuations in orders and the disturbances 
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/by forecast errors are absorbed largely by overtime and undertime fluc- 

tuations* 

The appearance of negative weights for forecasted future orders 

in some terms of the production decision rule is surprising^ One would 

expect to prepare for forecasted future orders by increasing production 

and accumulating inventory. Evidently the response of the rules to a 

forecast of future orders is to prepare by building up the work force. 

This in turn gradually leads to increased production. 

If the numerical constants in the cost function of the paint fac- 

tory should change, the numbers in the above decision rules would need 

to be recomputed in order to obtain new decision rules applicable to the 

changed circumstances. However, the algebraic forms of the decision 

rules would remain unchanged* 

For procurement or other reasons it may be desirable to know what 

the production and employment levels are likely to be in subsequent 

months* Forecasts of future decisions may readily be obtained by means 

of a set of forecasting rules that are similar to the above decision 

rules. Of course, when the time comes, the actual decisions may prove 

to be different from those forecasted, 

V, Comparison of Decision Performances by the Factory and the Decision Rules 

The decision rules we have described were obtained by finding a 

mathematical optimum for the decision problem on the basis of specific 

formal assumptions. In addition, the decision rules have been tested 

by making a hypcthetical application and observing their performance 
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characteristics. The production and employment decisions that the 

paint company had made over a six-year period were analyzed in detail. 

With this knowledge of the decision problems that had confronted the 

paint factory, the decision rules were applied ex post to simulate the 

decisions that would have been made if the new decision rules had been 

used during this period. 

Before this hypothetical performance could be calculated, it was 

necessary to obtain for each point in time a set of forecasts of future 

orders (in order to calculate the corresponding employment and production 

decisions for each point in time). Since no explicit forecasts had been 

recorded by the company^ it was impossible for us to operate with the 

same forecast information that had been available to the factory manage*- 

ment at the times when their decisions were made. As a substitutet 

two different sets of forecasts were computed which# in terms of accu- 

racy, would necessarily bracket the forecasts that were available to 

the company. The first set of forecasts is the data on orders which 

were in fact received. Such a Perfect Forecast is of course limited 

to " forecasting" a known past, and consequently is not of practical 

usefulness. However, the Perfect Forecast gives a good basis for com- 

parison since, by its use* an upper limit of decision performance is 

obtained. The second set of forecasts is obtained by assuming that 

future orders are predicted by a Moving Average of past orders. The 

total of orders for the coming year is forecasted to be equal to the 

orders that had been received in the year just past. This forecast 
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Is then converted to a monthly basis by applying a known seasonal ad- 

justaent* We now have a basis for a three-way comparison of decision 

performance: l) the actual performance of the factory, 2) the perfor- 

mance of the optimal decision rule with Perfect Forecasts whose accuracy 

cannot be exceeded, and 3) the performance of the optimal decision rule 

with Moving Average forecasts whose accuracy represents a practical 

minimua below which there is little excuse fcr falling. 

Hiatoi-Y of. FActorv Operations under-Alternative Decision Methods 

The extreme variability of the orders received by the paint factory 

is shown in Figure 6« The depressed business conditions of 1949 are 

clearly reflected in the data. The effects of inventory speculation 

by distributors and dealers brought on by the Korean War is shown in 

the high orders of late 1950 and early 1951» and the subsequent rapid 

decline of orders in the second half of 1951» Hence, the time covered 

by this study includes a period of extreme order fluctuations as well 

as periods of more moderate fluctuations. The severity of the fluctua- 

tions of orders gives some assurance that the decision rules will be 

subjected to a test of substantial severity. Although not readily ob- 

servable by eye, there is a marked seasonal pattern in the receipt of 

orders. 

An examination of Figure 7 shows that the production fluctuations 

of the factory are considerably sharper on a aonth-to-month basis than 

those called for by the decision rule with either Moving Average or 
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Perfect Forecasts.   With a Perfect Forecast the decision rule avoids, 

almost completely, sharp month-to-month fluctuations in production, but 

responds to fluctuations of orders that have a duration of several monthst 

The decisions scheduling the size of the work force are shown in 

Figure 8, Again, the df>cision rule makes smoother changes and avoids 

sharp month-to-month fluctuations in work force. The fluctuations in 

work force with the Perfect Forecast, while substantial in size, are 

actually occasioned by the severity of order fluctuations and the desire 

to avoid costly accumulations of inventory and back orders. The addi- 
that 

tional work force fluctuations/are observed under the Moving Average 

forecast are entirely attributable to forecast errors. For example, 

an erroneous forecast of hi^i sales leads tht decision rule to build 

up the work force* The combination of low sales and large work forca 

causes an accumulation of inventories which in turn necessitates a re- 

duction of the work force in order to lower inventory to the optimal 

level. The differences which are shown in Figure 8 between the fluctua- 

tions of the work force under the Perfect Forecast and the Moving : \ 

Average forecast when the same decision rule is used in both cases 

illustrate the importance of accurate forecasts to the stability of 

employment. 

As would be expected, the Perfect Forecast foresaw the increased 

1/ For the factory no adjustment was made for the fact that the number 
of working days varies somewhat from month to month. This accounts 
for part of the production variability. 
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"Korean" orders and increased the siae of the work force sharply in 

1950# Using the Moving Average forecasts, the decision rule increased 

the work force ibout six months later. While the factory actually 

started its employment buildup as early as the decision rule did using 

Perfect Forecasts, its rate of buildup was considerably lower; con- 

sequently its peak of employment occurred in late 1951 at the time when, 

as it happened, orders declined sharpiy. Evidently the decision rule 

when using the Moving Average forecast worked tolerably well even under 

such severe circumstances as the outbreak of war* 

Overtime hours are plotted in Figure 9 to show the comparisons 

in performance between the factory and the decision rule» The inade- 

quacies of the Moving Average forecast appear clearly in 1950, when the 

sudden war-induced increase in orders, which, of course, were not fore- 

seen by the backward-looking forecast, led to a large amount of over- 

time. Performance in the control of inventory is shown in Figures 10 
A 

and 11, which show separately the two components of net inventoryj 

actual physical inventory and back orders. The decision rule operating 

with the Perfect Forecast displays in Figure 10 the ability to hold in- 

ventories quite close to the lowest cost level. Deviations from this 

optimal level do occur, but they are not of large amplitude* In con- 

trast, the decision rule operating with the Moving Average forecast 

allows inventories to fall substantially during the sudden increase in 

"Korean" sales, and later, when orders decline, inventory rises 

sharplyt However, inventory recovered from its low point much earlier 



FIGDRE 9 



FIGUBE 10 



Page 34. 

with the Moving Average forecast than the factory actually did. In 

the winter of 1951-52 when orders declined sharply, the decision rule 

using the Moving Average forecast was able to bring down the resulting 

excess inventories about as quickly as this was in fact achieved by the 

factory. 

The penalty that accompanies low inventory appears clearly in the 

plot of back orders in Figure lla With the Moving Average forecast, 

back orders rose sharply during the Korean spurt of demand, but theae 

back orders were liquidated by the end of 1950, For the actual factory 

performance, back orders did not return to their normal level until the 

second half of 1951, When high orders are speculative in nature as 

was the case during this period, it is difficult to judge how much 

weight should be attached to the poor service to customers evidenced 

by large back orders. The decision rule " took" these back orders 

seriously and responded accordingly. 

Cost Comparisons under Alternative Decision Methods 

One test of a decision-making process is its performance in terms 

of the criteria that serve as the basis for the decisions. To the ex- 

tent that the minimization of the costs which occur in the cost func- 

tion constitutes the goal of the production executives of the paint 

factory, the comparison between the cost performances of the factory and 

of the decision rule calculated on this basis is sigiificant. However, 

the production executives have been concerned during this six-year period 

with the accomplishment of other goals in addition to the minimization 
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of the particular sot of costs with which the statistical decision 

analysis is concemedj pursuit of these other goals would undoubtedly 

raise these costs* Hence performance comparisons based exclusively on 

the costs that are included in the cost function do not tell quite the 

whole story. 

Because the reconstruction of a quantitative history of factory 

operations for six years constitutes in itself a substantial research 

Job involving in this case the allocation of costs between paint and 

non-paint, the indirect calculation of certain information that had 

never been recorded, and the estimation of nonaccounting costs^ the 

figures that have been obtained must be presented with a certain tenta- 

tiveness* Similarly the estimates of what the costs would have beent 

if things had been done differently, are peculiarly subject to liai- 

tations in accuracy. 

In spite of their limitations, the cost comparisons to be presented 

are, in the opinion of the authors, highly significant. 

To evaluate the cost performance of the decision rules, including 

the adequacy of the fit of the quadratic cost function, we used, so far 

as possible, the cost structure that originally had been estimated 

from the factory accounting and other data, 

A cost comparison is shown in Figure 12, for 19/*9-53, the longest 

period in which cost figures are available for a complete three-way 

comparison. The year 1954 could not be included, because, at the time 

of writing, the authors could not produce the Perfect Forecast of 1955 

orders which would be required. 
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The decision rule with Perfect Forecasts had lower costs than with 

the Moving Average Forecasts by $59*000 per year on the average. Since 

the identical rule is being used with both sets of forecasts, this dif- 

ference in cost performance is entirely attributable to better fore- 

casting. The decision rule when operating with the obviously modest 

forecasting ability of the Moving Average gave a cost saving compared 

to the factory performance of $173,000 per year on the average. The 

limitations of this comparison which were mentioned above should be 

noted. 

It is striking that the cost saving attributable to the decision 

rule is greater than the cost saving a-tributable to errorless forecast- 

ing. Perhaps forecasting future orders accurately isn't as important 

as has commonly been thought by production people. Judging by this 

narticular factory and {.-riod, making optimal use of crude forecasts 

is more important than perfect forecasting. 

Since scheduling production and employment in a period of reces- 

sion and war is so difficult a problem due to the large and unpredict- 

able fluctuations of orders, it is understandable that the potential 

savings through improved decision techniques should be large. However, 

the Korean war period may by some be considered unrepresentative of 

attainable cost savings in hoped-for times of "normalcy."  The Korean 

period also presents difficult problems in estimating an appropriate 

penalty cost for back orders. Cost comparisons for shorter periods 

that exclude the war years should be more representative of "rormal" 



Page 37» 

times. However, in posing an easier scheduling problem, these years, 

of course, offer smaller opportunities for improved performance* 

If we drop out the Korean year, 1950, and compare the Perfect 

Forecast cost performance with that of the Moving Average for the years 

1%9» 1951, 195^ and 1953, we find that the imperfect forecasting raises 

costs 5%,  or $28,000 per year on the average. While a 5%  savings is 

small in percentage terms, it should be remembered that this is 5^ of 

an amount that is the total of several large costs including the pay- 

roll. How much of this saving can actually be achieved by substituting 

more refined forecasting methods for the moving average is as yet un- 

known. Obviously a perfect forecasting method is unattainable* Presum- 

ably the expenditure of some thousands of dollars for improved fore- 

casts would acre than pay for itself in decreased production costs even 

for this small one-hundred-man paint factory. 

Although the expected size of forecast errors for a particular 

forecasting method does not affect optimal decisions based on its fore- 

casts, the cost performance certainly is affected by the size of the 

forecast errors. Since the cost function is quadratic, the costs of 

forecast errors rise roughly with their square. Hence it is desirable 
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to find a forecasting method that does not often make large error*3' — 

small errors can be forgiven because their cost penalty is low. 

The plot of actual factory inventory in Figure 10 shows that the 

factory in its control of inventories acted as if the cost of back 

orders relative to the cost of holding inventories had increased during 

this six-year period. The cost structure that we estimated is more 

nearly in line with the implicit hark  order and inventory costs of the 

later three-year period. Consequently, cost comparisons from the later 

period may be more significant than cost comparisons covering the 

whole six years* 

The objection may occur to the reader that our estimates of the 

factory cost structure may be in error which would mean that the fac- 

tory performance is being judged by an erroneous criterion. Such errors 

clearly are possible, but it should be remembered that the decision 

rule is designed to minimize a given cost function* If the cost para- 

meters were changed, the costing of factory performance would bo 

l/ The paper by C, C, Holt mentioned in Footnote 1 on Page 25 presents 
a partial analysis of the cost of forecast errors. 

In an analysis of production scheduling (not considering employment) 
on the basis of an unrevised forecast of orders that will occur in 
one future period, the expected cost of forecast errors was found to 
be proportional to the variance of the distribution of forecast 
errors. The constant of proportionality is the square of one of the 
decision rule weights (that are applied to order forecasts) corre- 
sponding to the time spanned by the forecast. Not only do fore- 
casts of future orders have less influence on decisiore-rfien they 
are more remote in the future, but the cost implications of fore- 
cast errors attenuate even fatter (as the square of the weight) 
as the forecast reaches farther into the future* 
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different, but also a new decision rule would be calculated whose de- 

cision behavior would be different. Consequently if changes were made in 

the cost structure that would reduce the estimated cost of the factory 

performance, the relevant comparison would then be with the cost per- 

formance of a decision rule changed to be optimal under the new cost 

function* 

To compare the cost performances of the factory*and the decision 

rule with Moving Average forecasts we chose the period 1952-54 — 

the latter year is available for this comparison since the Moving Ave- 

rage forecasts require no unattainable data on 1955 orders. As shown 

in Figure 13. the actual factory cost performance exceeded that of the 

decision rule with Moving Average forecasts by 8,5^» or $51t000 per 

year on the average, Econcaics were achieved by the decision rule as 

follows: The overtime costs under the decision rule were higher, but 

the regular payroll costs were enough lower to make a net saving. The 

inventory holding costs were higher under the decision rule, but the 

back order penalty costs were enough lower to make a net saving. The 

hiring and layoff costs were lower under the decision rule* It appears 

that the cost savings during this period of " normal" paint sales were 

attained by the decision rule through a combination of several different 

kinds of cost savings and not through a single simple improvement that 

might be "hit upon" by casual judgmental analysis. 
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VI« Conclusion 

On the basis of the foregoing comparisons between the actual de- 

cision performance of an operating factory and the hypothetical per- 

formances of the decision rule, the following conclusion seems justi- 

fied* If the optimal linear decision rule which is introduced in  this 

paper wore to be applied using forecasts that are practically obtain- 

able, it would render a performance that would be a considerable improve- 

ment in cost terms over that obtainable by the traditional judgnental 

methods that have been used by the factory. Furthermore* this improved 

performance probably could be obtained with a smaller expenditure of 

executive time and effort than now goesj^to such decisions^ 

It would be rash of the authors to generalize these conclusions 

to industry generally, but on the basis of their knowledge of the de- 

cision techniques that are now in general use, it is their opinion that 

the decision performance of the paint factory is not atypical* and that 

the optimal linear decision rule which is presented in this paper would, 

in a great many industrial situations- enable ^reduction executives to 

achieve a substantial improvement in their production and eraployment 

scheduling. 

Even though a production executive may be aided by adopting this 

new decision technique, there is still critical need for his judgment, 

both in the estimation of the original cost function, especially the 

intangible components of it, and in the application of the decision 

rule when factors become important that are not explicitly included in 
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the statistical decision analysis. By relieving the executive of the 

recurring need to consider and analyze the complex interacting cost 

factors that are taken into account by the decision rule (i.e,f regular 

payroll, overtime, hiring» layoff, inventory, back order and machine 

setup costs), the executive will be left with more time free to devote 

attention to impnrtAnt nonroutine special factors and unusual situa- 

tions» 

Even though it is possible to prove mathematically that, where the 

cost function is quadratic, the linear decision rula here presented 

cannot be surpassed on its average cost performance, and even though a 

simulated application based on historical data gives highly encouraging 

results, there is still need for further tests under actual operating 

conditions before the new method can fully prove its usefulness. For 

the last year, the paint factory has been carrying out an application 

of the rule (and an earlier version of it) to the actual scheduling of 

its production in order to test the rule under operating conditions with 

available forecasts. The results have been gratifying. The average 

inventory and average back orders have both decreased, and this was 

accomplished with smaller fluctuations in the aggregate production of 

those paints that were included in the experiment. 

1/ A report on this operating test is in preparation for publication 
^     ^ the Naval Research Logistics Quarterly, This test also involves 

the application of decision rules for scheduling the production 
of individual products as well as the rules that have been the 
subject of this paper for scheduling aggregate production 
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Since it is anticipated that the decision rule discussed in this 

paper will be applicable in its present form to a good many other fac- 

tories, a technical appendix is attached which shows the derivation 

of the rule and the formulas for obtaining the final decision rules for 

scheduling production and employment* 

Other factories will need to include different types of cost terms 

in their cost functions and this will preclude using the rule in the 

form in which it has l^een presented. However, the general method of 

obtaining a linear decision rule from a quadratic criterion function 

can be extended by the application of straightforward mathematics to a 

wide variety of other production and inventory control decision problems^ 

and, of equal significance, problems from entirely different fields* 

1/   A research memorandum presenting general methods for deriving optimal 
linear decision rules for quadratic criterion functions is in pre- 

parations 


